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Abstract

US public health authorities claim imposing quarantines on healthcare workers returning from West Africa is incorrect according to science. Their positions rely upon a set of studies and experience about outbreaks and transmission mechanisms in Africa as well as assumptions about what those studies imply about outbreaks in the US. According to this view the probability of a single infection is low and that of a major outbreak is non-existent. In a series of brief reports we will provide insight into why properties of networks of contagion that are not considered in traditional statistics suggest that risks are higher than those assumptions suggest. We begin with the difference between thin and fat tailed distributions applied to the number of infected individuals that can arise from a single one. Traditional epidemiological models consider the contagion process as described by $R_0$, the average number of new infected individuals arising from a single case. However, in a complex interdependent society it is possible for the actual number due to a single individual to dramatically differ from the average number, with severe consequences for the ability to contain an outbreak when it is just beginning. Our analysis raises doubts about the scientific validity of policy recommendations of public health authorities. We also point out that existing CDC public health policies and actions are inconsistent with their claims.
The Ebola epidemic became a global public health crisis due to its persistent exponential growth over half a year despite efforts to contain it in West Africa. The arrival of the first Ebola case by commercial flight to the US, Thomas Duncan, and subsequent infections in Dallas of two nurses treating him, led to multiple stages of reevaluation of public health policies [1–6]. These changes in policy resulted from unanticipated events and constituted additional precautions in hospital settings and in monitoring of travelers from West Africa to protect the public. A second case, an infected physician returning to New York from providing care in Guinea, triggered a set of new policies. Some of these are not by public health authorities but by elected officials in New York, New Jersey, Illinois and elsewhere [7–9], and include 21 day quarantines or home observation of returning health care workers. The response of public health authorities has been to affirm [10, 11] that these policy choices are counter to science and experience from Ebola outbreak response in Africa [12–18].

A central aspect of the understanding of the risk of outbreaks for Ebola is the mechanism of transmission. Generally, it is understood that those who have been in direct physical contact with individuals with Ebola resulting in exposure to their body fluids, or indirectly with their body fluids on surfaces, have a probability, not a certainty, of being infected. Healthcare workers adopt precautions against infection including personal protective equipment (PPEs) that are essentially hazardous materials suits. Nevertheless, a large number of infections and deaths of healthcare workers have occurred [19]. Different kinds of direct and indirect contact have different levels of risk. Evidence suggests that there is a coincidence between a transition from a non-symptomatic, non-transmissible (latent) period and a period in which observable symptoms start, transmission is possible, and blood tests are positive. Policies are designed, therefore, to assure that individuals are not in contact with others, and PPEs are being used, after symptoms start. Hence the importance of isolation once symptoms start, and monitoring prior to symptoms to ensure that a transition to the symptomatic state does not result in cases of infection.

Public health authority positions, including a New England Journal of Medicine (NEJM) editorial [11], state there is no need for quarantine because isolation is only needed when symptoms are present. According to this view it is sufficient to monitor and isolate when symptoms arise. The NEJM editorial specifically frames its statement as relevant to healthcare workers and does not explain why they did not adopt this stance for others who have been exposed. Quarantines were imposed on four members of the family who were being
visited by Thomas Duncan, the first US Ebola case in Dallas, when he developed symptoms. None of them had symptoms at the time of the quarantine or subsequently developed them [20–24]. Since the properties of transmission apply equally to Duncan’s personal contacts as to healthcare workers, it is unclear why NEJM did not write an editorial about the imposition of quarantines on them, nor refer to it in the editorial that was written. An explanation of the discrepancy is of importance as it leaves the public and officials uncertain about how to interpret the inconsistency, and specifically the claim that quarantine does not reflect a valid policy option. Perhaps just as significant, public discussions [23] imply that the CDC has been advocating voluntary acceptance of home isolation that may not differ from enforced home quarantine, reflecting a legal rather than medical or scientific distinction. These issues suggest that the position that is being taken by public health authorities is not so well defined as a scientific one as they indicate.

CDC policy for monitoring and restrictions on individuals [5] provides for a number of levels of risk of an individual being infected with Ebola based on exposure and suggests different levels of self-monitoring or health official monitoring as well as restrictions on travel and contact between individuals for each level. For example, public places and distances of less than three feet from others are to be avoided for individuals at high risk even without symptoms. The specification indicates enforced restrictions on travel, i.e. “These individuals are subject to controlled movement which will be enforced by federal public health travel restrictions; travel, if allowed, should occur only by noncommercial conveyances...” Authorities are given wide latitude to enforce higher levels of restriction based upon their judgements about exposure and likelihood of compliance with voluntary restrictions. Whether or not different levels of self or publicly imposed isolation and monitoring are considered quarantine is a matter of recently adopted terminology. The existence of various levels of risk and associated protocols manifests tradeoffs of risk versus restrictions, and levels of trust in the individuals to self monitor and report their conditions as well as self-restrict activities. The CDC policy identifies returning healthcare workers as being at a medium level of risk (termed “some risk”). It is important to realize that different categories of risk should have different isolation policies only if there is a societal tolerance for the associated risks, i.e. this is not a question of the existence or absence of transmission but of the associated risk levels. Mathematically, for each risk level there is a probability $I_r$ of an individual being infected in the latent period before it is known. Then there is a probability $T_p$ given a particular
imposed protocol that an infected individual will transmit the disease, causing another in-
fection. The product of these two is the probability of an individual in that risk class and 
following that protocol causing another infection \( P_{r,p} = I_r T_p \). If a certain level of risk is 
acceptable, so that we want the probability of a new case to be lower than a value \( P_0 \), i.e. 
\( P_{r,p} < P_0 \), and if the risk of the individual being infected is lower in one class than another, 
the protocols can be relaxed allowing \( T_p \) to be higher. To prevent an outbreak from growing 
the number of newly infected individuals only has to be less than one. Acknowledging that 
we want a significantly lower probability, we can take it to be much less than one, say one 
in 10, or even one in 100, out of “an abundance of caution,” and this would be enough to 
control an outbreak. We see from this discussion that the essential question is what are the 
risks that are being taken.

The question of risks is not directly addressed by the public health authorities [11], except 
to dismiss “cynics” who unreasonably demand 100% certainty. They do not explain what 
are the risks they consider reasonable and what they do not. Still, one can infer from 
their statements that the possibility of individual cases is acceptable and that they are 
concerned only for a large outbreak, whose risk they consider to be non-existent. Under 
these conditions, the taking of risks might be justified, after all a public fear of Ebola is 
only justified if it can be the cause of widespread outbreak and not the deaths of a few 
individuals, of which there are many causes in society. This view has been repeated multiple 
times, i.e. that the public at large will not be at risk (even if there are a few cases) in the 
US [25, 26]. Indeed, the existence of risk is clearly acknowledged in the risk levels associated 
with the CDC policies. Low enough levels of risk of a person being a carrier of Ebola can be 
addressed by lower levels of observation and isolation. If a case arises, then the consequences 
must not be very severe, otherwise such a risk stratification does not make sense.

The assessment of risks in CDC policies are composed of a combination of medical knowl-
edge, behavioral assumptions about individuals and risk tolerance. The medical knowledge 
requires an understanding, among other things, of the coincidence of contagion, symptoms 
and blood tests; the behavioral assumptions have to do with the levels of trust in such 
matters as whether instructions are sufficiently clear and people will actually follow them; 
and the risk tolerance has to do with both the certainty of our knowledge and the levels of 
risk society is willing to take. An important aspect of any evaluation of these issues is the 
sensitivity of the policy conclusions to the level of uncertainty in our knowledge, i.e. a sensi-
tivity analysis. The statements of public health authorities are equivalent to the statement that the policies are robust to the uncertainties in our knowledge and statistical variation in transmission and contagion events.

We will show that this statement is correct only if traditional statistical assumptions are valid. That traditional assumptions are not likely to be applicable to the current conditions leads to a different understanding that is better described by complex systems science [27]. Thus, public health authorities are advocating policies that put many at risk. Moreover, their claims that science is behind their positions may discredit science at a time when it is important to demonstrate that science provides clear and effective policy recommendations. Given a higher level of risk, the claims by public health authorities that they do not want to discourage or inappropriately inconvenience healthcare workers who are devoting their service to containing the outbreak is invalid. Healthcare workers devoted to service of the public in containing and preventing the Ebola outbreak should see a conservatively designed isolation protocol after returning from treatment of patients in West Africa as part of that service. This is true whether or not the protocol is called a quarantine. In order to explain these issues, we will provide a set of discussions of particular complex systems concepts and their mathematical basis. In this, the first, we will look at the possibility that a single individual might cause a much larger number of infected individuals than is expected. Even one such case may cause a breakdown in our ability to contain the outbreak.

As a first step in this discussion we consider the role of assumptions about the distribution of transmission probabilities relevant to standard models of contagion. The ability to monitor sufficiently to prevent large numbers of transmission is at issue.

Traditional statistical studies are based upon the assumption that probability distributions are “thin tailed” (often Gaussian distributions) so that the range of actual values is narrow, confined to a few standard deviations from the mean. In cases where the mean is proportional to the number of elements, any particular instance is not very far away from the average value. Traditional models of contagion assume that every infected individual gives rise to a number $R_0$ of subsequent infected individuals on average. But is this the value we can reliably expect to happen in a particular instance? The answer to this question is of critical importance, especially in the first few stages of an outbreak.

Complex systems science suggests that distributions are not always thin tailed, they can be fat tailed (also called heavy or long tailed). Among fat tailed distributions are power
law (scale free) distributions that are often observed. This means that there are situations in which a single sick individual can give rise to 10s, 100s or 1000s of cases in a single generation. The likelihood of this happening may not be as high as having only a few, but it cannot be dismissed as it can in a thin tailed distribution.

The difference between thin and fat tailed distributions has been well explained in discussions of risk by Nassim Taleb [28]. As an illustration he considers the difference between weight and wealth. Randomly taking 1,000 people, their total weight is about 1,000 times the weight of an average individual, but their wealth may be dominated by the wealth of a single one. It is impossible to find a person who weighs 10 times the average weight of an individual (thin tailed distribution). On the other hand a single person can have as much wealth as the two billion poorest people (fat tailed distribution).

In the Ebola outbreak in West Africa, the value of $R_0$ is about 2 with various studies providing specific estimates [29–31]. This means that every infected individual leads to only about 2 other infected individuals. At this value it takes 10 sequential infections (generations) to have 1,000 sick individuals. Since each generation takes a couple of weeks, this is about 5 months which is approximately the time from March, when the outbreak started in earnest, till the end of the summer. As many keep telling us [32–34] this still does not make Ebola a major cause of death compared to others like Malaria. If it keeps going, however, the result is disastrous with 1 million sick after 20 generations and 1 billion after 30, in two and a half years. Still, this is different from thousands in a single generation, in which case it would only take 3 generations to get to a billion. A disease that is airborne, e.g. measles, might have an $R_0$ of 10 or more, in which case 9 generations or just over 4 months would be enough to get to a billion sick people.

The probability distribution that naturally describes the number of contacts that are infected by a single individual in a standard contagion model is a Poisson distribution. This distribution describes the variation in number of infection events that happen randomly in a given period of time, i.e. the infectious period. Similar to the Gaussian distribution, the Poisson distribution is a thin tailed distribution. In this distribution the standard deviation is just the square root of the average, i.e. $\sigma = \sqrt{R_0}$, so that the chance of having more than two or three times the typical number is vanishingly small for an outbreak in which $R_0$ is greater than one. This is not the case if there is a long tail distribution.

Figure 1 illustrates the difference between thin and fat tailed distributions, showing tails
FIG. 1: Comparison of thin tailed Poisson distribution (black) with fat tailed power law distribution (red) that has a much higher probability of large events. Left panel uses logarithmic axes, right has logarithmic vertical axis only.

of the number of possible instances that occur with more than a certain number (cumulative Poisson and power law distributions). So if we think of this as new Ebola cases infected by a single individual, we see that the chance of larger numbers falls much faster for the thin Poisson distribution than for a fat power law distribution. In the power law case we have to identify a level of risk we care about. We see that 3 or more cases will happen 1 in 10 times, 20 or more cases 1 in 100 times, 30 or more cases 1 in 200 times. In the real world the numbers might be higher or lower, but we do not know them from the information available from previous outbreaks. In the Poisson distribution, we do not have to worry about questions like this. Having more than a few cases just would not happen, as the public health authorities have claimed.

Empirical evidence for the existence of individuals that cause a much larger number of other cases than the average has been found in studies of the SARS epidemic [35–37]. Such incidents were reported in every region of the epidemic and after control measures were implemented and played an important role in the outbreak. Traditional studies consider such “superspreader” individuals as anomalies rather than as indicating a fat tailed distribution with implications for evaluation of risks.

The primary method used by public health authorities for containing an Ebola outbreak is contact tracing. In this method an individual who is infected is asked about people with whom he or she has been in contact during the contagious phase. They are then subject to a
monitoring and isolation protocol for 21 days to prevent further spread. When there was one individual in Dallas that was sick, there were more than 100 potential contacts [38], many more if we count the people contacted for being on the plane in which an infected nurse flew [39]. This does not include everyone who reported symptoms but did not have other reasons to be suspected and so were rapidly dismissed from consideration [40]. If every outbreak has only a few individuals who are sick this can work. However, if there are 100, we might have to trace 10,000 people which becomes much less practical and perhaps impossible.

Public health authorities are relying upon the assumption that even if a few people get sick, they will be able to contain the outbreak and, as they keep affirming, the public at large will not be at risk [25, 26]. All they have to do to achieve this is to identify enough contacts so that the resulting effective $R_0$ is less than one. A few people would get sick but there would not be a major outbreak as the number would decrease from generation to generation thereafter.

However, this assumes that a model with a specific value of $R_0$ describes what can be expected to happen in the US as it does in Africa, i.e. a thin tailed distribution holds.

The difference between situations in which thin tailed distributions and fat tailed distributions apply is whether the local events are essentially independent, or they are not independent, so they combine to create larger events.

In subsistence agrarian societies in rural Africa, people act mostly in family groups. One person is not likely to be in close contact with much more than about 10 or 20 family members. If the probability of transmission for a single contact is low, then we end up with a few transmission events per person, which is what has been observed. The extent of transmission events by a single individual is bounded by the number of contacts they have. In urban areas in Africa and in the US, the nature of the contact network is different.

The high density urban areas of West Africa, including Monrovia in Liberia, have people packed much closer together, and they have to do a variety of things that bring them in contact with each other to get food each day. Going to the market is one such activity. This can be expected to lead to a higher $R_0$ and a much larger outbreak, one that overwhelmed the public health efforts to contain it. We often hear about the problem with having too few hospital beds [41], but a key problem in urban areas of West Africa is that the main tool used by public health authorities to limit outbreaks is contact tracing. Contact tracing in a dense urban environment is much more difficult than in far rural areas or even less
dense urban areas where Ebola has been present before. It becomes essentially impossible when there are many cases. Without contact tracing, it is hard if not impossible to contain an outbreak. While the contacts in Monrovia are of a higher frequency than those in rural areas, these are still poor societies. This makes people mostly connected locally to others in their neighborhood. Still, there are some ways in which they are connected more generally. Among the major reported sources of transmission is taking taxis to a hospital for care [42]. Taxis often carry multiple individuals going in the same direction and, even if not, a sick person leaving bodily fluids in the taxi can lead to transmission to subsequent passengers as well.

As society develops, the actions of people become connected in networks that are more interconnected and highly heterogeneous. Different people have very different levels of connection to others. Thus, the network of connections can be expected to be much more heterogeneous in the US. Individuals play varied roles in society and are connected to others to a different degree. Various ways that are used to characterize social networks show that they generally have fat tail distributions [43]. We can infer that most people are not in a lot of direct physical contact with others, but some are. In a high density city the contact rate is much higher.

We can point to a few examples where transmission by direct contact might take place: a masseuse giving multiple massages every day, a politician that shakes many hands, and a nurse in a hospital (not one who is caring for Ebola patients) who goes from patient to patient. There are also events where many people are in direct contact including conferences in which people shake hands, and groups who go social dancing. Indirect contact through body fluids (including sweat as well as urine, vomit, blood and feces) deposited on a surface by one person in a place that other people touch it is a less probable way to transmit the disease, according to the experience in Africa, but it is still considered possible [44]. There are many such indirect contacts for restaurant or cafeteria workers, and in particular places, such as public buses and trains and public toilets, many people may follow where a single person has been. Unlike the dominant kinds of contact in families in poor societies, most of these contacts take place anonymously between people who do not know each other. This would make contact tracing or even knowing who is at risk much more difficult.

Let us translate this into a specific scenario. The doctor who returned from Guinea and went out into public places and on public transportation in New York and had symptoms
the next day should be assumed to have a low probability of infecting anyone through those
travels. But low probability does not mean no probability in this case. If there is one
person who is infected, that person is not a high likelihood carrier. If he or she started to
show symptoms the possibility of Ebola would be reasonably dismissed either by them or
any health authority they contacted. A hospital would dismiss their having Ebola because
they were not a traveler to west Africa. Hospitals do this every day for many cases where
symptoms are similar to the early symptoms of Ebola, which are like those of the flu or other
viral infections. CDC protocol explicitly states that such individuals should only receive
routine medical evaluation and care [5]. Even if the symptoms got worse, an emergency
room protocol would not consider them to have Ebola because of this.

So let us say that an infected person happens to be a restaurant worker who is afraid of
not showing up to work, or a masseuse that does not feel they can take off work because of
prior appointments. Taking an Advil and going to work, perhaps by public transport, they
are in indirect or direct contact over a few days with 10s or 100s of people. By that time
perhaps the symptoms are so bad that they report to the hospital and someone realizes that
Ebola should be tested for; at least it would be better if they do. Even so, we may have 10s
of actual Ebola infections. At that point we cannot consider anybody in the entire city with
fever as not being a possible Ebola exposed case. If the restaurant happens to be a popular
place for travelers, say at one of the airports, we cannot treat anybody anywhere as if they
are not a possible carrier. Currently we only have to treat fever as a possible symptom of
Ebola if the person traveled to West Africa. This is a tiny fraction of all the cases of fever.

At this point the ability to use contact tracing to control the outbreak becomes doubtful
and more severe actions must be taken including changes in behavior of the public. For
healthcare facilities to provide intensive care to all the infected individuals, and attention to
the large number of symptomatic but not Ebola infected individuals, may require compro-
mising normal operations. How such an outbreak would eventually be contained is unclear
as the real world experience is limited or non-existent. Surely it would not be easy to do.

What causes the fat tail distribution to arise in this case? How are the infection events
dependent on each other? In a standard statistical treatment, we would average over all
professions getting a number that is dominated by low contact workers, perhaps office work-
ers sitting at their desk most of the day, who do not have much physical or indirect contact.
In an imaginary world this would work if people switched professions every hour. Then the
probability that a single person infected many others would be the same as any other and would equal the average. The reason that this is not the case is that a person does not switch profession from hour to hour. When someone has a profession that involves a lot of contact, if they are sick then there are many transmission events that are linked to each other. Thus the traditional statistical assumptions do not apply.

Other, perhaps behavioral, scenarios might be considered, as in someone who is at an intermediate level of risk and self-monitoring has a few drinks (there are no restrictions on this in the CDC guidelines) and as a result acts in less responsible ways, violates guidelines for travel or proximity to others, and even might throw up perhaps just as he or she is beginning to show symptoms. Or someone becomes sick from food poisoning and throws up not because of Ebola but just as symptoms are developing.

These scenarios are only a few of many but they illustrate the problem of having a highly heterogeneous and interconnected network. The most likely scenario is that no one will be infected by the infected doctor’s travels. The most likely scenario is that even if one person is infected they will not be one of the highly connected people and will infect only a few others that they are in contact with on a daily basis and know personally. This will give time to find them and isolate them. In a world of thin tailed distributions it is enough to identify the most likely scenario and any other scenario is going to be about the same. But in a world of fat tailed distributions there are other kinds of scenarios that are not the same and they can happen and often do.

The importance of uncertainty and risks that are associated with it is manifest in this discussion. Unlike the normal distributions commonly assumed in statistical approaches, fat tailed distributions lead to extreme events, i.e. much higher risks. This tends to lead to surprise. Indeed we have already seen such surprise in public health response in the US to Ebola, in the hospital response in Dallas and in the infections of nurses and the flight one of them took when she began to have symptoms. In the second installment of this series we will review in greater detail the uncertainty that arises because existing knowledge arose in rural West Africa, a different context from that of New York or other cities, or even rural areas of the US. One example of a relevant difference is the weather. Daily temperatures consistently reached highs in the upper 90s during the outbreak that served as the primary location of transmission analysis [12, 13] and air conditioning is not a relevant factor there. Significantly lower room temperature may change the likelihood of indirect transmission.
through surfaces, an additional and potentially significant source of uncertainty about how outbreaks may spread in the US and other countries.

In conclusion, I note that the opinion of public health authorities is not being well received by the public [45] and is being resisted by elected officials [46]. The mathematically based discussion of transmission given here supports a view that risks are much greater. Actions that reasonably anticipate risks are better than a reactive response. Since it can be expected that the actual number of infected individuals has a fat tail distribution, it is not impossible that an outbreak will overwhelm the ability of authorities to control it.
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