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concentration on simplicity leads to enhanced artifact's reliability
and quality at lowest cost [1]-[3]. Simplicity is a concept used
by designers and aestheticians for many centuries and remains a
principle of considerable concern to them. By applying the word
“simple” to a work of art, the designer is not suggesting that the
work is deficient. Simple means that the design is being reduced
to the fewest possible lines, shapes and subparts, without reduc-
ing its functional requirements or violating its specifications. Thus,
simple design will reduce the assembly time and product cost,
as well as increase reliability by many orders of magnitude. The
Abstract—The complexity of a design process or a design artifact simplicity principle implies that if a des_ign satisfigs more thgr! the
substantially influences their performance. When evaluation of terms such Minimum number and measure of functional requirements originally
as “design complexity” and its “quality” is addressed in studies, itis often imposed, the part or process may be over-designed. Moreover,
performed in an ad hoc manner. This paper attempts to remedy this the elimination of functional requirements originally imposed will

situation by artlculatlng two deflnmo_ns of d_e5|gn cpmpIeX|ty (structural cause an incomplete design. In other words, “good” designs must
complexity versusfunctional complexity), their associated value measures,

and the relationships between them. Thestructural definition states that P€ complete, yet not burdened with nonessential details. Carrol
a design complexity is a function of its representation. Defining design and Bellinger [1] remark that the superior design is one which
complexity in the structural way provides quantitative techniques for encompasses the necessary operating and protective functions with
evaluating vague terms such as “abstraction level,” “design form’s size,” the absolute minimum number of components and relations. Suh’s
and “designing effort.” The functional definition states that a design . . . ) . .
complexity is a function of its probability of successfully achieving the axiomatic theory of dgs'_gn [4] also provides ove_rwhgl_mlng eV'dence
required specifications (functional requirements and constraints). The through numerous principles that support the “simplicity” contention
proposed measurable metrics provide a proper basis for evaluating each (e.g., “minimize the number and complexity of part surfaces for
step of the design process, and accordingly recommends the direction greater efficiency”). Pugh [5] remarks that the theme of simplic-

to follow for design modification and enhancement. It also provides a ity may have emerged from endeavors to avoid discontinuities in
framework for comparing competing artifacts (the output of a design

process). The paper concludes by discussing the scope of the meaSyStéms. A discontinuity may be a bend or fork in the road, or
sures. a constriction in a pipe. Mahmoud and Pugh [6] offer a costing
method for turned components produced by a variety of machines.
Their costing equation is based on the number of discontinuities
in the system, subsystem or component. Thus, it may be inferred
that the more discontinuities you have in a system, subsystem or
component, the more unreliable it will tend to be. Moreover, the

The study of design complexity is motivated by several reasonsimber of discontinuities effects the cost due to excessive processing
1) design complexity valuation method can support the evaluatigperations, which also has a significant impact on quality and
of artifacts developed in research or practice, and the determinati@mabimy.

In software engineering, artifact descriptions range from for-
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categories: 1structured-basedneasures that look to the pattern ofedge body, or knowledge could be transferred between intelligent
the control flow in the software [19]; Fpature-basedneasures that computer aided design systems.
look to a selection of characteristics visible from the documentation of There are some limitations with the structural definition: 1) it
either the design or the source code [20]fB)ction-basedneasures detaches design from its ultimate purpose of satisfying initial specifi-
that look to the pattern of input to output data correspondences [2¢§tions, therefore, the purpose of design is not tested and, at best,
and 4)token-basedneasures that look to the manner of expression eéan only be hypothesized from the structural measure; and 2) it
the software [22]. Thestructural complexity measures presented indetaches information from its method of acquisition. Consequently,
Sections IV-IX are based on the token-based measures of softwaten information acquisition terminates, some meaning may be
complexity as given in [22]. unrecoverable, and 3) it cannot explain actions that are not logical
reasoning, inconsistencies, and psychological phenomena.
Applying the structural definition to evaluating artifact complexity
Ill. DESIGN PROCESS COMPLEXITY means that if two artifacts (as captured, for example, by computer

aided design databases) satisfy the required specifications, the best

The design process was defined in [15}-{17] as an iterative SCheEinrﬁfact (in terms of design complexity) is the one with the minimum

of decomposition and mapping between the functional and artifac . . . .
: L . . Information content. Thus, the complexity of an artifact may be said

domains. This iterative scheme at each level of decomposition an - o ;

0 be a function of its information content.

mapping is not unique. The evolution at each level depends on_ .. . - o
; R . . ; Defining design process complexity in the structural way means
the imagination and experience of the designer, and there is no

guarantee whatsoever that the same process would unfold. Thusthatt If two design processes successfully achieve the required spec-

i : . ) .
is desirable to develop a systematic and generalizable framewglr ations, the_ best des_lgn process _(|n term_s of design complexity)
. . . ) IS the one with the minimum total information content. Thus, the

for design process complexity valuation. Design process complexi . . - . .
: : . . . complexity of a design process may be said to be a function of its
valuation measures can aid the designer in evaluation and compatri ) : .
infdrmation content at each level of the design process hierarchy.

decomposition and mapping alternatives at each level of the desig - o . : . .
rocess hierarchy. For example. desian complexity is addresseghere is also a definition of information as a dynamic entity.
P v P'e, 9 plexity ) Functional Design ComplexityDefining information in the

in Suh's axiomatic design [4] by the Independence axiom: in e}ﬂpctional way states that “information” is a distinct notion,

acceptaple design, the mapping between the fu.nctlonal re.qu'rem‘?ﬂdsependent of representation. Representations exist at the symbol
and design parameters is such that each functional requirement an

be satisfied without affecting anv other functional requirements vel and not at the information level. In addition, information serves
g any q as the specification of what a symbol structure should be able to do.

At. each level “of dlec.omp.osmon and mapping, the Independeml: erefore, information has a purpose, and is what a design has that
axiom is used to distinguish between acceptable and unacceptak?e

solutions. The simplest type of design process that satisfies %OWS It to attain goals,
: P yp gn p ?Defining design process complexity in the functional way means

Independence axiom at each level of the design process hierarch j} if a designer has information that one of its decisions wil

- : a
an uncoupled design process. In an uncoupled design process, 785 to one of its goals, than the designer will select that decision
e “principle of rationality”). Therefore, information manifest and

functional requirements can be changed without affecting any othgr
functional requirement, which means that each functional requIreMenuld be evaluated functionally. This means that information can be

is ultimately controlled by a unique design parameter. Coupled desi nacribed in terms of its operation to satisfy the goals of the system.

processes are consujered hlghly complex and the designer shc,)&(ﬁernatively, two design processes may be compared based on their

consider other mapping alternatives. . . . oo
output. The best design process (in terms of design complexity) is
the one that yields an artifact in which its probability of successfully

A. Two Definitions of Design Complexity achieving the required specifications is maximized.

. . . . A similar “principle of rationality” is applied when evaluating
Before discussing how design complexity may be measured, Vzzllretifact complexity in the functional way. Often, the behavior of
articulate two definitions of design complexity. By “design complexén artifact ispnongeterministic Functiona)ll.re uiréments are therefore
ity” we mean either artifact complexity or design process complexity. ) q

Both definitions assume that the study of design complexity is relat %t'Sf'ed only 1o a degree. Thus, a design complexity may be said to

to thevaluation of informatiorembedded in the design as capture e a function of its probability of successfully achieving the required
for example, by intelligent computer aided design systems. T ecifications. In all cases, the best artifact is the one that maximizes

valuation of information depends on what we define as informatiotn.e probability of successfully achieving the required specifications.

The following definitions of design complexity dictate the type of o
valuation measures that can be applied: B. Organization of the Paper

1) Structural Design ComplexityDesign complexity is a function  The rest of the paper is organized as follows. Applying the
of the design'sinformation content.Information is whatever is token-based measures of software complexity as given in [22],
represented The design’s representation may include facts, caus@éctions IV—IX present structural design complexity measures in
relations, mathematical models, etc. Defining information in thdgew of the evolutionary design process developed in [15]. First,
structural way states that the “quantity” of information may besome basic metrics are introduced. Second, we use the basic met-
measured directly based on its internal structure. Design complexitys to derive algebraic formulas for the information content of
is therefore a static entity. design and relatestructural complexity measures. Section 11l shows

The structural definition has several appealing properties: 1)tltat the proposed complexity measures also lead to the ability to
facilitates easy valuation of design complexity performed by simphapidly estimate the approximate total assembly time of a product,
inspecting the declarative evolutionary structure of design (witissembly efficiency, and product defect rates. Section IV explores
or without considering the inference mechanisms)—this is muc¢he relationships between the theoretical approach used to derive
cheaper than executing behavior assessment experiments—and 2)th@ostructural complexity measures and thermodynamics. Section V
“amounts” of information (e.g., facts, rules, and laws included in theresents dunctional design complexity. Section VI concludes the
designer’s knowledge body) could be added to yield a larger knovdaper.
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IV. STRUCTURAL DESIGN COMPLEXITY MEASURES From these simple definitions, it is possible to obtain quantitative
measures for many useful properties of design processes.
Since a design form consists of an ordered string of operators and
A. Description of the Valuation Measures operands, and nothing else, it can be characterized by basic measures

In this section, we develop quantitative metrics for measuririjat are capable of being counted or measured as follows:
structural design complexity. The proposed complexity measures cam number of unique or distinct operators appearing in the
be used by the designer at any stage of the design process, from the design form;
conceptual design to the finality of detailed design. Following [15] N number of unique or distinct basic operands appearing in

and [16], the term “design” is defined as an evolutionary process. the design form;
Given a description of a desired function and constraints, called spec#V:  total number of occurrences of the operators in the design
ifications, the designer (or intelligent computer aided design system) form;

provides a representation of an artifact that produces the functionV.  total number of occurrences of the operands in the design
and satisfies the constraints. This representation, called an artifact form.

description or artifact structure, was identified in [15] as an algebraicThe size of the alphabet is defined to be

structure. By adaptively modifying theéesign form(the conjunction

of pair of tentative artifact and postulated specifications), from one n=p+N @)

step to the next, the designer arrives at a design solution. A desj
form at any abstraction level (synthesis stage) is a description 0
first-order and high-order constraints which a physically implemented L =N+ Ns. (2)
artifact should satisfy. Following the foregoing discussion, we define ) ) o

design process complexity to be a function of the “quantities” of Example 1:In the final stage of design of a serial binary adder
information conten{also termed &ize) embedded in each level of Unit, the design process terminates with the following successful
the design process. The artifact complexity in each level of the desi%llji:tromc circuit. To characterize the basic measures associated with
process may be evaluated by applying the complexity measures to elet_:tronlc_cwcwt, a description _of the electronic circuit in some
tentative artifact part. The same approach holds for the successifnPolic medium needs to be considered. Here, we use the following
artifact realized in the lowest level in the design process hierarcFgPresentation in first-order predicate calculus:

(Level 1), where the artifact is descriped ?n detaiI: The inform_ation AND(A, So, S3)AAND(C, B, $1) AOR(B, C, S5)

content has yet to be modeled. Defining information content in the
structural way means that the information content should be a function AOR(51, S5, Outpud.

of the description or representation of the design form in SOMg,s, the following basic measures (constituting the alphabet) are
symbolic mediume.g., diagrams, computer languages, or first-ordgfentified: 1) signals are classified as operands, 2) logical devices
logic. Therefore, it may be practical to consider the design form as,g classified as operators, and 3) the distinguished symhblarid

computer program, i.e., an ordered stringoperatorsandoperands  «()» are classified as operators. From the counts of operators and
[22]. An operand is a variable or a constant and an operator is §Berands we see that

entity that can alter either the value of an operand or the order in

which it is altered. For example, the artifact representation model (p, N1) = (4, 12) (N, N2) = (7, 11).
presented in [15] is similar to the machine language of the computer,

in which each instruction contains an operation code (a relatiog) Composite Measures

in one segment and an operand or the address of an operand (§fseq on the basic measures presented above, we present in the
as_S|gnment) in the remaining section of the |n§tructlon. He_nce]_‘orth ‘?@maining section three measures (based on [22]) that may be used
will use “operators” and “operands” as generic terms which inCludg oy ress the complexity (the converse of simplicity) inherent in the

relations” and “modules” as a special case. No other category gfsijgn process. The proposed measures reflect such qualitative terms

entities need be.present_. i . asinformation content, abstraction leveind designing effort.
We expect theinformation contentof the tentative design form

to vary in the course of the design process. Other “quantities” that
vary in the course of the design process areabhstraction levelas
well as the designeeffort at arriving at the tentative design form. As mentioned earlier, the design process of any complex system
The aims of this section are twofold: 1) to provide quantitativproceeds on a stage-by-stage basis, and the description at each
techniques for describing and evaluating such qualitative terms sigge denotes the design form (i.e., a pair of tentafasifact,
“information content,” “abstraction level,” and “designing effort” andspecificationy) of the system at a particuléevel of abstractionThe
2) to introduce the time complexity measure, which may be used ¢baracteristics of the various abstraction levels depend on the designer
rapidly estimate the approximate total assembly time of a produend the problem domain. The design form at levetay be viewed
assembly efficiency, and product defect rates. as a decomposition of the design form at levet 1.

An important characteristic of a design form at a particular abstrac-

tion level is itssize Whenever a given design is translated from one

B. Basic Measures abstraction level to another, its size changes. To study such changes

Given a description of the design form in some symbolic mediuffi & quantitative way requires that the size be measurable.
(e.g., first-order logic) at a particular abstraction level, it is possible toA Suitable metric for the size of any design form, called the
identify all the operands and operators that the artifact representatiifyctural information contentf, can be defined as
employs (supplement_ed_ With_sgch distingu_ished operators~gs H=Llog, n=(Ni + No) log,(p + N). ©)
“A V), ete.). Similarly, it is also possible to identify all the
operators and operands that constitute the specification part. Let T quantitative concept of the information content of a design form
finite set of operators and operands (#iphabe} be denoted by2. can be interpreted as follows: since the number of different entities in

the length of the design form to be

V. INFORMATION CONTENT
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any design form is given by its alphabet, it follows that the number of Example 2: Let the initial design form (Step 1), in the binary-
bits required to provide a unique pointer (designator) for each entayder design process, be the following specification SUM(X, Y,
must be given byog, ». Using this number of bits to specify eachcarry-in, sum\ CARRY (X, Y, carry-in, carry-out). Hence, the initial
item in the string of lengthl. gives the information content. Thus,design form consists of four operators (“SUM,” “CARRY,A}"
the information content can be interpreted as the fewest numberaofd “()”) and five operands (“X,” “Y,” “carry-in,” “carry-out,” and
binary bits with which it could be represented. Later, when definirffgum”), thus: H* = 13 log, 9 = 41.2 bits.
the designing effort, we will provide a more in-depth analysis of the Since the minimal information content evaluates the initial design
design information content. form, it may also be termed as the initial information content.
Consequently, the minimal information content of a design is a
single-valued function ofV* (the number of conceptually unique
) ) ) ) ] input or output operands). The minimal information content is the
We now consider the relationship between the information conteéfinimum possible information content associated with any given
of a design form and its entropy. Following the seminal work byesign problem in the course of the design process. It represents
Shannen [7] and Wiener [8], information is defined as a reduction i}, gpsolute value against which other information contents, which
uncertainty. The uncertainty preceding the occurrence of an evept oyajuated in subsequent stages, can be compared. Thus, it
is usually termedentropy. Information theory provides a way of 4y pe considered to be a general measure of the content of any
guantifying theinformation contenteceived, so that the quantity Ofdesign problem. Furthermore, it follows th&t", unlike 2, must be

information received is equal to the reduction in entropy. completely independent of the technology (e.g., methodology, design

VI. INFORMATION CONTENT AND ENTROPY

Let Xy, Xy, .-, X be independent, identically distributedyaagigm, or computerized tools) or the abstraction level in which
(i.i.d.) discrete random variables drawn according to the probabﬂfp{e detailed artifact is expressed.
mass functionp(z) = 1/|Q?] = 1/n, where each variable

X; is either an operator or an operand over the alphabet

(the finite set of operators and operands). The probability of a ) ) j
sequence(xy, xs, ---, ) € QF is 1/|Q* = 1/9“. According As mentioned earlier, the level of abstraction has gone down as the

to information theory, theinformation contentreceived from a information content has gone up. The information content of a given
particular design form with lengthZ is equal to thejoint entropy design form (at a particular abstraction level) must inversely reflect

VIIl. A BSTRACTION LEVEL

H(X1, X2, ---, X.). The joint entropy of a sequence of discretdhe level at which it is implemented, and the ratio of the information
random vériablessXh X,, -+, X1) is defined as contents of two design forms (for the same design problem) must
o ' give the inverse of the ratio of the levels at which they have been
H(X, Xo, -+, X)) =— Z play, xa, -+, 1) implemented. This leads to the definition of abstraction levels
reQl H*
'10g2 p(-’El,l’z./ "'71:1.4)- A= H ’ (6)

. . L In the initial synthesis stage, the design folii = H; therefore,
SlnceL the probLabl_Ilty of a sequende:, a2, L) € Q7is 4y (the highest level). In a lower abstraction level, the design form
1/|Q|, = 1/77 , 1S €asy to see that th_e |nformat|on_ contentould have more operators and operands. Therefore, as expected,
assomate(_j with the partlcul_ar design forn_Hé)n )‘2 X = 4o H*/H is less than 1 at the lower level. Furthermore, the product
L log, 7, in accordance with the foregoing definition. of information content times level will be completely abstraction level
independent, becaudé™ = A - H.
VII. MINIMAL INFORMATION CONTENT Example 3: Let us compute the artifact abstraction level associ-

In translating from the higher abstract design form to the lowét€d with the electronic circuit of Example 1. As shown in Example
abstract level, we use a greater number of simpler operators andhe basic measures afg, Ni) = (4, 12), (N, N2) = (7, 11).
operands. Thus the information content associated with the electrlgal circuit is:

Expressing the design form, even in the highest abstraction levl], = (N1 + N2) logs(p + N) = 23 log,(11) = 79.6 bits. The
would still require operators and operands. The highest (most Coml_nlmal_ information co_ntent associated with the el_ectrlcal circuit (as
pact) design level is formulated in ambiguous or imprecise termd1OWn in Example 2) isH” = 13 log, 9 = 41.2 bits. Therefore,
Each operator in the most compact version of the design forifi¢ abstraction level as defined in (6) #..2/79.6 = 0.51.
represents a distinct functional requirement that the required design
solution is expected to satisfy. The number of operands in the most IX. THE DESIGNING EFFORT AND TIME
compact design form would depend upon the design problem itself.The designing effort provides a measure for the “mental” activity
and would equal to the number of conceptually unique input amdquired to reduce a design problem (expressed by means of initial
output operands of each functional requirement (see [22]). goals) to an actual abstraction level. The foregoing metrics and

Denoting the corresponding parameters in a design’s most compeshcepts provide a useful frame of reference for its quantification.
representation by asterisks, it follows from (3) that the minimal (alsphe construction of a design form consists of the judicious selection
initial) information content is given by of L entities (operators and operands) from a listyoéntities. If a
binary search method is used to select entities from the alphabet of
sizen, then on the average the total number of mental comparisons

Note that when the initial specification includes a single function%leed(ad to construct a design form, is the same as the previously

. 0 . . efined information conten = L log, n. Expressing the number
requirementd”, the design’s most compact representation may be ", L e :
- 0re . ; o . of “elementary mental discriminations” [9] required to make one
given by 8°(i(, 2, -+, in+), Where iy, iz, ---, in~ denote the

unique input and output operands. Substitutiig= 4~ andp* = 2 average mental comparison &gA, gives the effortE' in units of

(considering the operatorg®” and “()"), we obtain elementary mental discriminations
E=L1.m (7)
H* = (24 N") log,(2+ N"). (5) A

H" =L" log, n". (4)
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TABLE | information associated with the assembly interfaces. We focus on the
MEASURES FOR THEINITIAL DESIGN FORM OF assembly interfaces for the following reason. As the number of mating
THE FASTENER DESIGN PRESENTED IN [15] features in an interface increases, there are additional restrictions
Design Form 0 Measures on the orientation of the parts during assembly. As a result, the
assembly time increases as the complexity of the interface grows.
GHIGH'TSQEg;“f];fIZ’AFY p¥=1 N'=3 n'=4 For example, a part with only one correct alignment orientation must
HIGH-RE A * ; : . .
MEDIUM_.PRECISION N,=2 N,=3 L’=5 hgve more interface dlmen3|_ons and a Io_nger a;sem_bly time than a
H =10 H=10 A=1 simple cylinder that can be inserted in either axial direction into a
E=10 T=0.55(S=18) hole.
Based on the foregoing assumption, we use the following repre-
sentation in first-order predicate calculus:
TABLE I ;
CoMPLEXITY MEASURES FOR THEFASTENER DESIGN PROCESSPRESENTED IN[15] INTERFACE(mi,, mi, )A INTERFACEmi,, miy) A -+
C TN [N ML T 7 y E T AINTERFACEm;, _,, mi,)
Ly et 01033 where the operands.;; denote the parts of the assembly, and the op-
T T T 1T 5 161 415 1 91 10 23260042 541 | 3.00 erator “INTERFACE” represents the liaisons between two separated
4 1 5 6 | 4 | 5 9 10 [2326 | 042 [ 541 | 3.00 parts. The information contef, associated with this representation,
5 1) s 6 41519 1 10 [2326]042] 541 | 3.00 can then be computed. The most compact representation associated
6 | 1 |6 75611l 10 [308]032]9535] 529 th th d bl be ai follows:
T T 16 7 516 11| 10 | 30880329535 520 with the product assembly may be given as follows:
8 1 4 5 3 4 7 10 16.25 | 0.61 | 26.24 | 146 ; \
"9 111516145 |9 10 |[2326]042]5410] 300 INTERFACE(m., m2, -+, mx)

wherem; denote the parts of the assembly. The minimal information

content H* can then be computed. Finally, the approximate total
Note that theeffort complexity measurg is a linear function of the assembly time of a product as given by (8)15= H?/H*S, where
information contentd (with the constant coefficierit/4). E' can be g varies between 5 and 20 (we often uSe= 18).
also used to estimate the amount of effort required by an experience¢h [17], we inspect through an extensive statistical analysis the
designer to understand or comprehend the design form. correlation between the time complexity measfirand the estimates

Equation (7) can be converted directly into units of time, merelyf product assembly times that were derived by Boothroyd and De-

by knowing the rate5, at which the brain makes elementary mentalhurst in their Design for Assembly (DFA) structured methodology
discriminations [9]-[11], [22]. Provided the designer is concentratingy 2]. The correlation between the time complexity measiirand
experienced, and has a complete specification of the design problgfe, Boothroyd and Dewhurst’s estimates is found to be very close to

the relation between time and effort is expected to be +1 over a wide diversity of experiments. This demonstrates that the
1 J g time complexity measur& may be used as a powerful predictive
T= <ﬂ> T gege ®)  tool. By simply determining the number of interfaces and number of

] ) _ _ ) parts in each product concept, the approximate total assembly time
Note that thetime complexity measuf# is a linear function of the ¢4 pe determined with a minimum amount of analysis and without
information content (with the constant coefficient/(.5- A)). The  any dependence on a database. Such a tool could be used in the
t|meT T may also be mterpreted as the time used to comprehenq,gjiest stages of concept development to estimate the approximate
design form (by reading it). total assembly times, allowing comparison of competing concepts or

Example 4 (Quantitative Analysis of a Design Proces&k men-  stimylating redesign at the time when it is easiest to make design
tioned earlier, the measurable metrics developed in this paper may-hgnges.

estimated for all design forms that are encountered in the course of thghe time complexity measur® reveals two fundamental factors

design process. Thus, in working the design process, these measigs can contribute to assembly time: 1) the number of assembly
will always be visible and can be continuously monitored. We shalherations (a subset of the set of assembly interfaces) and 2) the
demonstrate how this approach maps onto the evolutionary desighghper of parts (a subset of the set of assembly operations). While
the mechanical fasteners presented in [15]. We shall provide a sglf (gle of part count has long been recognized as the measure
contained description of the evolutionary structure of the complexity design effectiveness [13], the method described here provides a
measures underlying the design process. The initial design fopRical missing link that relates the product assembly time to the

(artifact and specification parts) and its complexity measures af§mber of operations. Without these relationships, it is impossible to

presented in Table I. Table Il depicts the measures for the Wholgcyrately compare concepts that differ in the number of parts and

design process. operations.
X. EVALUATING THE TOTAL ASSEMBLY TIME OF A PRODUCT B. Assembly Defect Rates and Time Assembly Measure
] ] Even when parts satisfy defined tolerances and requirements,
A. Total Assembly Time and Time Assembly Measure defects can occur during the assembly process. One source of

The complexity of assembly of a product can be gauged by thssembly defects isterferencebetween mating parts. An evaluation
time required to perform the assembly. In this section, we show thaft several simple assemblies demonstrated that this will lead to an
the time complexity measur@ may be used to rapidly estimateincreased probability of assembly interference due to variations in
the approximate total assembly time of a product. This providesdanensions, even for parts toleranced by the best current methods.
powerful analytical tool that is useful during concept developmentThus, as previously mentionethe assembly time increases as the

Following thestructural definition of complexity, the complexity complexity of the interface growg3].
of assembly of a product is a function of its representation. In Assembly errorssuch as installing a part in an incorrect position
the sequel, it is suggested to use a representation that embedsotharientation are other sources of assembly defects, which can occur
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during assembly even in the case of perfect parts and minimum TABLE I
complexity interfaces (e.g., a part may be omitted). For example, THERMODYNAMICS AND THE DESIGN PROCESS
misalignment during insertion can damage mating parts that are oth- - -
. . i . Thermodynamic Process Design Process
erwise functionally adequate. As the difficulty of the task increases, <
o . ; - Balloon Design Form
the probability of an as_sembly error is also Ilk_ely to increase for Blower + Gas Designer
the same level of care in the operation. Each increase in assembly Pressure Abstraction Level
time can be related to an increase in the difficulty of the assembly Volume Information Content
operation.Thus, the probability of an assembly error should also be a Internal Energy Designing Effort
function of the assembly operation tiff23]. The finding that defects Entropy Information i"“‘e“t}& Length
would increase with total assembly time, combined with the potential Power _ Stroud Number
Inflationary Time Designing Time

of applying the time complexity measuf® to rapidly estimate the
approximate total assembly time of a product [17], provides a method

of rapidly estimating product defect rates. what thesystenis and what theenvironmentis. In thermodynamics,

the system interacts with its environment through some specific

C. Design Assembly Efficiency and Time Assembly Measure thermodynamic process, starting from an initial state to a final state.

Practitioners tend to focus on part count as the measure of desiguing this process, energy in the form of hea) (and work ¢V)
effectiveness [13]. However, as mentioned above, part count is @ay go into or out of the system.
inadequate and potentially dangerous focus for design. Let us now computel and W for a specific thermodynamic

The search for a better criterion led to a study of Assemblgrocess. Consider a gas contained in a balloon, and assume that
Efficiency, a parameter introduced by Boothroyd and Dewhur8p heat flows into or out of the system (an irreversible adiabatic
in their DFA structured methodology [12]. Assembly efficiencyprocess). Let the balloon be the system, and let the blower and gas
compares computed assembly times to an ideal but arbitrary stand&@g@resent the environment. The foregoing physical thermodynamic

This relationship is expressed as follows [12], [23]: process corresponds to the design process as summarized in Table Il1.
) . Based on this analogy, we derive the proposed design complexity
tideal - NM
EM==_"_"" (9) measures.

T™ o - —_ . .
Initially, the balloon is in equilibrium with the environment ex-

ternal to it, and has a pressure Bf and a volumeH,;. Work can

EM manual assembly efficiency; be done on the balloon by compressing the gas. Consider a process
tiacal “ideal” assembly time per part, suggested as 3 s [12];  whereby the system interacts with its environment and reaches a final
NM theoretical minimum number of parts, determined as thgyuilibrium state characterized by a pressifjeand a volumeH ;.
number of parts that satisfy at least one of the following The work done by the gas in displacing the balloon is given by
three criteria: 1) must move during operation, 2) must be

where

. -H g
made of different material, and 3) must be separate to permit W = / AW = / PdH. (11)
assembly or disassembly; Uk
TM total manual assembly time in seconds. This integral can be graphically evaluated as the area under the curve

The assembly efficiency parameter can be interpreted as a meadure P—H diagram.
of the potential to achieve further reduction in assembly time by There are many different ways in which the system can be taken
redesign. The importance of the assembly efficiency parameterfrigm the initial volumeH; to the final volumeH ;. However, from
recently being acknowledged. A significant relationship was observé first law of thermodynamics and the adiabatic procéss=(0),
between the defect rate in the factory assembly of several mags obtain
produced electromechanical products and the assembly efficiency Uy —Ui = W 12)
parameter [23].

Using the time complexity measurE as an estimate of total whereUy, the internal energy of the system in stgteminus the
assembly time, combined with (9), we define #esembly efficiency internal energy of the system in statgis simply the change in
measurein terms of the theoretical minimum number of parts, anthternal energy of the system. Moreover, this quantity has a definite

the time complexity measur€ value independent of how the system went from statie f.
. 3.NM By anglogy With the .design process (cf.., Table Ill), we consider
EM = ——. (10)  the special case in which the initial and final volumBs(= H*)

and H; represent the information content [given by (3)] of the

The strong Illnear correlation between the.tlme complexity MeasYial and terminal design form, respectively. The pressure is chosen
T and the estimates of product assembly times that were derived Ybe P(H) = w(H/H")", assumings and - are constants

Boothroyd and Dewhurst (see [17]) also supports the assumption characterize the design problem and its features. This type of

the manual assembly efficiency increases with the assembly efficie%g( ression is consistent with ti@wer lawand sizing model which

measure. Considering that much less information is needed to derig/Olrequently used for estimating the cost of equipment [14]. Then

the assembly efficiency measure, it makes it the more elegant an

simple method. W:—/Hf f<£> o WH* n(Hp)H
-\ THL @G+
Xl. THERMODYNAMICS AND THE DESIGN PROCESS _ kH" K .
=3 , f (13)
y+1 [A(v+1)

This section explores the analogy between the foregoing design
complexity measures and thermodynamics. This analogy also enablbere A is defined as in (6).
to generalize the proposed complexity measures. Therefore by (12) we define the internal energy la6H) =
In order to demonstrate the analogy between a general thermoplyfA(y + 1)] - H. Note thatWV is negative when work is done on
namic process and a design process, we must first state definitbly system.
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To illustrate a case, ldfx, v) = (2, 1). We obtain time involved in changing the system from an initial voluie = 0
I to a final volumeH; = H is given by
—of L Y _oyt )
P(H)_2<H*>_2A (14) H*_(H)Z
T+ = =< (22)
weg - g v v = W e (15) o
- H~ ! ‘T H* ) Equation (20) validates the time equation derived earlier for design

- _ P L .__processes (8).
Thus U(H) = (H)"/H", which is exactly the effort expression To summarize, we have argued that by analogy with thermody-

given by (7). nafmics, we may develop scientific design complexity measures. By
t

th::’;ggm;%rzzlaﬁ;h:;%?gq;rogffﬁeigiggﬁsgzse izzokr)]: ;‘;\i Ri approach, we attempt to understand—or at least quantitatively
y ICS. . W ynam . §&sess—the microscopic design process by applying large-scale or
loosely, as: There exists a useful thermodynamic variable Ca”ﬁaacroscopic formulas

entropy that is characteristic only of the state of the system, an

an irreversible adiabatic thermodynamic process that starts in one

equilibrium state and ends in another. This system will go in the XII.- FUNCTIONAL DESIGN COMPLEXITY MEASURE

direction that causes the entropy of the system to increase. As mentioned in Section I-B, the study of design complexity is
In statistical mechanics the quantitative relationship between emlated to thevaluation of information contenembedded in the

tropy and disorder is given by the relation design. In Section I-B, we defined information in the functional way

as the specification of what a symbol structure (e.g., an artifact or

a design process) should be able to do. That is, information has a

Here, ks is Boltzmann's constantg is the entropy of the system, purpose, apd is Wh.at a design .has that aII.ows it to attain goals.

and w is the probability that the system will exist in the state it Def|_n_|r_19 information co_ntent In the_functlonal way means th_at the

is in relative to all the possible states it could be in. This equatio(f‘?‘pab'l_mes of each ;olutlon alternatlve may be_ CO”FP"”EO' with t_he
connects a thermodynamics or macroscopic (entropy) quantity Wﬂﬁvernlng set of requirements until the designer identifies the solution
a statistical or microscopic quantity, the probability ' “alternative that best satisfies the functional requirements. Without a

Let us identify the corresponding probability for the design numerical basis for comparison, however, the final selection of a

: design solution involving many functional requirements can only be
rocess case. Here, the alphal ee (1)], changes in the course S . - :
P phabefsee (1)] g on a subjective or ad hoc basis. The ability to quantify how

of the design process. The probability of finding a particular operaﬂaade . i A . )
or operator in a given design form is well a proposed artifact satisfies the governing requirements provides

a rational means for selecting the best solution [4].
w = l' 17) In this section, we define the information content of an artifact to be
n a function of its probability of successfully achieving the functional

Thus, assuming the operands and operators are independently ch _g@yirements (abbreviated as thmbability of succegs Functional

the probability that a given design form may be found in a certalR rmation content is defined as the logarithm of the inverse of the
design stage is probability of succesg (see also [4])

1

w = <1)L 18) F = log, <§>. (23)

I

0=ky In w. (16)

) ) ) . The probability of success that relates to the satisfaction of a
whereL is the length of the design form. Equation (18) coupled Wit en functional requirement can be computed as follows. A requisite
(16) leads to the following entropy {” in this equation is analogous yyjerance is associated with the given requirement. The anticipated
to Boltzmann’s constant) responsey, from a proposed artifact is represented as a probability

1 density functionf(r). The probability of satisfying the functional
0=—kln <7/)L (19) requirement is given by the area, which falls between the limits
defined by the requisite tolerance. Thus, the probability of success
Since the entropy is proportional to the length and informationand functional information content are given by
content (i.e.,0 « L and ¢ « H), we may identify information
content and length with the qualitative idea of disorder and entropy. p =Probla <r <]
Let us now consider the time involved in doing work on the balloon

if the system is taken from an initial volum#, = H™* to a final e 1

= d F=log, | ————|.
volume H; = H. Define the powe§ as the time rate at which work /a Flrydr = 082 b (24
is done. If the power delivered by the blower (designer) is constant, . f(r)dr

then
The success probability can be increased by moving the mean of the

R(Hp)H! __KH” ] (20) response toward the desired tolerance and then reducing its variance.
(H)y"(v+ DS (v+1DS In addition, while the success probability increases, the functional

Continuing the simile with the design process, we(lety) = (2, 1) mf\(/)\;hmatl(t)g content.agd thedartltfaftct ct(?mpIIeX|ty Qecreafe.t i
and letS be the Stroud number (the rate at which the brain mak%'hs en ”ere gril'l'ltn e;:)en ent functiona L’)equwemen S to satisfy,
elementary mental discriminations). Hence € overall probability Of success 1S given by

_(H) H" -T i (25)
T= e (21) p EP

T represents the marginal time involved in changing the systemherep; is the probability of satisfying thé&h functional requirement
from an initial volume to its final volume. Thus, we conclude that thas given in (24). Applying (23), the total functional information

W=§T=T=
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content is given by the sum of the information contents associatf®). The consistency between the structural and function complexity
with each functional requirement, i.e., measures suggests that a measure based on the logarithm of the
probability of success may be universal.

F=log, | o | = > log, <pi) => F. (26) Xl SUMMARY
Hpi i=1 ! i=1 Starting from the evolutionary model of the design process pro-
i=1

posed in [15] and [16], we gave two definitions of design complexity
(structural complexity versus functional complexity), each leading to
Let us consider the case where the anticipatesponse,r, is two types of value measures.

represented as a uniform probability density functipfr:) = 1/(d — The proposed measures enable us to evaluate the complexity of
e¢) for e < r < d, and f(r) = 0 otherwise. The uniform probability a design artifact as well as the complexity of a design process.
distribution function is used in situations where the designer has hothe course of the design process, complexity measures may be
a priori knowledge favoring the distribution of responses except fattilized by designers for comparing alternative design forms and
the end points; that is, the designer does not know what the shé¢termining which path will be most efficient. Thus, during the
life of an electrical receptacle will be but it must falls, say, betweetiesign process, the measurable properties will be visible and can
720 and 800 h. In the case of a uniform probability distribution, it ise continuously monitored. The proposed complexity measures also
clear from (24) that the probability of successs equal to the ratio lead to the ability to rapidly estimate the approximate total assembly
of the region of overlap between the design toleranceb] and the time of a product, and the manual assembly efficiency introduced
response range:[ d]. Thus, the functional information content canby Boothroyd and Dewhurst in their DFA structured methodology

be simply written as [12]. The analogy between the design process and thermodynamics
as shown in Section IV, serves to emphasize the limited but highly

d—c useful role of science in engineering. In other words, the measures

F =log, <max(m ¢) — min(b, d)) (27) presented here reveal how well a design form has been constructed,

but they do not determine whether the design form should have

Example 5: Consider the design of a flexible manufacturing syggeen constructed in the first place. Instead, just as thermodynamics
tem (a detailed example is shown in [18]), where the requiré?frmits the engineer to calculate the maximum efficiency achievable
functional requirement is represented in terms of a tolerance asi6i! the optimal engine working between two specified temperatures;
ciated with the manufacturing systenpsoduction rate,r. Let the 1€ design complexity measures enable the designer to calculate
tolerance be given by’ = {r/r > 7.5}, and assume that thethe “maximum efficiency” obtainable using the best possible design

anticipatedproduction rate,r, obeys the normal probability law ~ Method working between two specified design stages.

Fr) = L —a/20e-w/a? (28) REFERENCES
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Abstract—We investigate the role of learning in search-based systems

for solving optimization problems. Many Al problem solving systems solve
problems repeatedly from the same domain. If the problems come from II. PREVIOUS WORK IN SEARCH LEARNING

the same distribution in the learning phase and the problem solving phase,  The complexity of heuristic search algorithms depends on the
the problem solver can acquire information while solving problems, which 50,0y of the heuristic evaluation function. Unfortunately effective
can be used to solve subsequent problems faster. We use a learning model, . . . .
where the values of a set of features can be used to induce a clusteringUnderestimating heuristics are often hard to come by, or expensive
of the problem state space. The feasible set of h* values correspondingto compute. The learning of heuristics can take place in two lev-
to each cluster is called h*set. If we relax the optimality guarantee, and els: 1) obtaining low-level features which can also be generated
tolerate a risk factor, the dlstrlputlon ‘of h*set can be u;ed to expedite mechanically by abstraction of the problem; and 2) appropriate
search and produce results within a given risk of suboptimality. The off- binati f ilable | | | feat t . the heuristi

line learning method consists of solving a batch of problems by using F:om Inq ion or available OW_' eye ea ures. 0 gve the eUI’IS.IC
A* to learn the distribution of the h*set in the learning phase. This information of the node. Heuristics can be discovered by consulting
distribution can be used to solve the rest of the problems effectively. simplified or relaxed models of the problem domain [2]-[7]. Learning
We show how the knowledge acquisition phase can be integrated with has also been used by search systems to find out an appropriate

the problem solving phase. We present a continuous on-line leaming ., hination of low-level features to be used as heuristic estimate
scheme that uses an “anytime” algorithm to learn continuously while

solving problems. The system starts with initial assumed distributions of [8]-[15]. Given multiple features of the problem domain in the

Learning While Solving Problems in Best First Search

Sudeshna Sarkar, P. P. Chakrabarti, and Sujoy Ghose

h*set which are used to solve the initial problems. The resuilts are used form of a feature setor feature vectork = (hi, ho, -+, h),
to update the distributions continuously and with time the distributions  best first search algorithms traditionally compute the values of the
converge. corresponding heuristic functiongh (n), ha(n), ---, hx(n)] and
Index Terms—Anytime algorithm, best first search, continuous learn- combine the values in a certain way to yield a single valle,
ing, heuristic features, learning, problem solving. that is used as the estimate (usually an underestimaté)* of)
at noden. Given a set of underestimating features, the value of
max[hi(n), hza(n), -+, hm(n)] can be used as the estimate of a
I. INTRODUCTION

node in A*. But can we do better? Given multiple heuristic functions

An intelligent problem solving system can improve its performancg features of a problem domain, the appropriate combination of

by learning from past experience in solving problems. Our interegie feature values that will yield a more informed estimate of a
is in search-based problem solving systems that are required to fifjghie: and at the same time yield an admissible search procedure,
optimum/suboptimum solutions to optimization problems. A* [1] i§s an interesting problem. Some work in this regard has been done

by Samuel [8], Lee and Mahajan [10], Christensen and Korf [11],
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